Kernel PCA for similarity invariant shape recognition
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Abstract

We present in this paper a novel approach for shape description based on kernel principal component analysis (KPCA). The strength of this method resides in the similarity (rotation, translation and particularly scale) invariance of KPCA when using a family of triangular conditionally positive definite kernels. Beside this invariance, the method provides an effective way to capture non-linearities in shape geometry.

A given two-dimensional curve is described using the eigenvalues of the underlying manifold modeled in a high-dimensional Hilbert space. Using Fourier analysis, we will show that this eigenvalue description captures low to high variations of the shape frequencies. Experiments conducted on standard databases including the SQUID, the Swedish and the Smithsonian leaf databases, show that the method is effective in capturing invariance and generalizes well for shape matching and retrieval.

1. Introduction

Closing the semantic gap in content based image retrieval basically requires relevant low level characteristics, also referred to as descriptors, including color, texture and shape [36]. Shape descriptors may be efficient in capturing discriminating information for many applications, for instance tracking silhouettes, character recognition, contour matching for medical imaging and 3D reconstruction. Many signatures exist in the literature for the purpose of shape (curve or silhouette) description, among them the well studied edge orientation histogram (EOH) [17] and radon transform [42]. Other methods range from those based on learning shape statistics [1,10,12,35,16], shapelets [13], Fourier transform [46,6,21], geometry and a priori knowledge such as the curvature scale space (CSS) [24,44,48], skeleton and axial representations [26,39,5,8,33,19], active appearance models [9], context extraction and alignment [32,23,34,45], algebraic description and invariant moments [38,40,41]. A good shape descriptor should be robust to linear transformations and also to local non-linearities, noise and mirror effects.

Let us define a training set as the coordinates of 2D points sampled along a curve. As is known, linear principal component analysis, to this training set provides orthogonal axes and the projection of the training set on the span of these axes will be rotation, translation and scale invariant up to a factor. Hence, these principal axes may be efficient in order to recover the linear (similarity) transformation and possibly to encode each training point using the coefficients of the projection onto these axes. Nevertheless, linear PCA maps each training point in the curve into a space of at most two dimensions, so this will not be sufficient to capture details, mainly the non-linearities in the shape geometry (cf. Table 1); for instance, many concave and convex shapes might have similar principal axes.

Kernel PCA, also known as the non-linear version of PCA, considers a positive definite kernel [31,11] denoted \( k(x, x^{'}) = \langle \Phi(x), \Phi(x^{'}) \rangle \) where \( \langle \, , \rangle \) stands for an inner product and \( \Phi \) is a mapping from an input space into a higher (possibly infinite) dimensional space, referred to as the feature space, where linear PCA can be performed.
In contrast to the linear case, this non-linear version is similarity (translation, rotation and scale) invariant in the feature space but not in the input space when using many kernels, for instance the Gaussian. Despite the lack of invariance, it is well-known [30] that the Gaussian kernel achieves good performance when the training data are distributed into clusters with comparable scales. Nevertheless, when training data (actually contours) have large variations in scales, the scale (or the variance) parameter of the Gaussian kernel is difficult to set, so the latter will not be appropriate.

In this paper we will show that our proposed kernel achieves similarity (and in particular scale) invariance both in the feature and the input spaces, also we will discuss the Gaussian kernel is difficult to set, so the latter will not be appropriate.

Table 1

<table>
<thead>
<tr>
<th>Precision</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear PCA</td>
<td>1.0</td>
<td>.59</td>
<td>.46</td>
<td>.40</td>
<td>.35</td>
<td>.32</td>
<td>.31</td>
<td>.29</td>
<td>.28</td>
<td>.27</td>
<td>.27</td>
<td>.26</td>
<td>.25</td>
<td>.25</td>
<td>.24</td>
<td>.24</td>
</tr>
<tr>
<td>Kernel PCA</td>
<td>1.0</td>
<td>.967</td>
<td>.949</td>
<td>.935</td>
<td>.925</td>
<td>.914</td>
<td>.903</td>
<td>.892</td>
<td>.882</td>
<td>.871</td>
<td>.860</td>
<td>.851</td>
<td>.841</td>
<td>.832</td>
<td>.825</td>
<td>.816</td>
</tr>
<tr>
<td>Hough</td>
<td>1.0</td>
<td>.899</td>
<td>.848</td>
<td>.814</td>
<td>.785</td>
<td>.765</td>
<td>.749</td>
<td>.737</td>
<td>.724</td>
<td>.711</td>
<td>.693</td>
<td>.684</td>
<td>.677</td>
<td>.671</td>
<td>.664</td>
<td></td>
</tr>
<tr>
<td>EOH</td>
<td>1.0</td>
<td>.752</td>
<td>.651</td>
<td>.592</td>
<td>.554</td>
<td>.528</td>
<td>.508</td>
<td>.490</td>
<td>.474</td>
<td>.462</td>
<td>.453</td>
<td>.444</td>
<td>.436</td>
<td>.431</td>
<td>.424</td>
<td></td>
</tr>
<tr>
<td>CSS</td>
<td>1.0</td>
<td>.959</td>
<td>.936</td>
<td>.924</td>
<td>.914</td>
<td>.905</td>
<td>.899</td>
<td>.892</td>
<td>.888</td>
<td>.879</td>
<td>.876</td>
<td>.872</td>
<td>.867</td>
<td>.864</td>
<td>.864</td>
<td></td>
</tr>
</tbody>
</table>

When using the triangular kernel, 100 eigenvalues are considered for our shape description while (at most) two eigenvalues are considered when using the linear kernel.

2. Kernel principal component analysis and similarity invariance

2.1. A short review of KPCA

Given data \( \mathcal{S} \subset \mathcal{X} \), principal component analysis is an unsupervised statistical method which finds a set of orthogonal axes in \( \mathcal{X} \) such that the projection of the training set \( \mathcal{S} \) using only a few of these axes makes it possible to capture most of the statistical variation of the data in \( \mathcal{S} \). In practice, PCA has been successfully used in image processing, feature extraction, dimensionality reduction, reconstruction and classification (see, for instance [31,2,25]).

Let \( \Phi \) be a mapping from the input space \( \mathcal{X} \) into a high-dimensional feature space. Assume the training set \( \mathcal{S} \) is centered in the mapping space, i.e., \( \sum_{i=1}^{N} \Phi(x_i) = 0 \). PCA finds the principal axes by diagonalizing the covariance matrix \( M = (1/N) \sum_{j=1}^{N} \Phi(x_j)\Phi(x_j)^T \), where \( x^T \) stands for the transpose of \( x \). The principal orthogonal axes, denoted \( \{V_k, k = 1, \ldots, N\} \), can be found by solving the eigenproblem \( MV = \lambda V \), where \( V_k \) and \( \lambda_k \) are, respectively, the \( k \)th eigenvector and its underlying eigenvalue. It can be shown (see for instance [31]) that the solution of the above eigenproblem lies in the span of the training data, i.e.,

\[
\forall k = 1, \ldots, N, \quad \exists x_{k1}, \ldots, x_{kN} \in \mathbb{R} \text{ s.t. } V_k = \sum_{j=1}^{N} x_{kj} \Phi(x_j),
\]

where \( x_k = (x_{k1}, \ldots, x_{kN}) \) are found by solving the following eigenproblem [31]:

\[
Kx_k = \lambda_k x_k.
\]

Here \( K \) is the Gram matrix on the centered training set \( \mathcal{S} \) in the feature space. In case the training data are not centered, this matrix is defined as

\[
K_{ij} = \left( \Phi(x_i) - \frac{1}{N} \sum_k \Phi(x_k) \right) \left( \Phi(x_j) - \frac{1}{N} \sum_k \Phi(x_k) \right).
\]

where \( i, j = 1, \ldots, N \) are, respectively, the row and the column indices of \( K \).

2.2. The triangular kernel

Given \( x \) and \( x' \), two training samples in \( \mathcal{X} \), the global form of the unrectified triangular kernel is [27,28,15]

\[
k_T(x, x') = -\|x - x'\|^p, \quad p \in \mathbb{R}.
\]

Notice that this kernel is not positive definite [18] but defines a conditionally positive definite kernel [4] for
Fig. 1. Gaussian kernel (continuous line) and triangular kernel, \( p = 1 \), (dashed line) at various scales (left to right, respectively \( \times 10^0, \times 10^2, \times 10^6 \)).

Intuitively, whereas the triangular kernel has the same shape at all scales, the Gaussian kernel has different shapes, from Dirac-like to a uniform weighting of the neighborhood.

\( p \in [0, 2] \). This means that for any \( x_1, \ldots, x_N \in \mathcal{X} \) and any \( c_1, \ldots, c_N \in \mathbb{R} \) such that \( \sum c_i = 0 \), we have \( \sum c_i c_j k_T(x_i, x_j) \geq 0 \). Due to the centering of the data in the feature space, we can show that this kernel can be used for KPCA [29].

Obviously, this kernel is invariant under translation and rotation but not under scaling. Nevertheless, it still has an interesting weak property of invariance that we could call translation and rotation invariant, i.e., when performing KPCA using this kernel the underlying eigenvectors can be normalized to be similarity invariant.

Thus, when the points are scaled by a certain factor \( \gamma \), the value of the kernel scales by \( \gamma^p \). We can also write \( k_T(y_1, y_2) = \langle \sqrt{\gamma} \Phi(x_1), \sqrt{\gamma} \Phi(x_2) \rangle \) which means that any scaling of a population in \( \mathcal{X} \) could also be interpreted as a scaling by a factor \( \gamma^{p/2} \) in the feature space (see Fig. 1).

### 2.3. Similarity invariance

In the following, we consider a situation where we scale the data by a factor \( \gamma > 0 \). Let us denote by \( \mathcal{S}^p = \{ y_1, \ldots, y_N \} \) a training set for that population. Again, the triangular kernel is translation and rotation invariant, so when performing KPCA using this kernel the underlying eigenvalues and the projections in the principal eigenvectors will be invariant to these two transformations. Now, our main result for KPCA is that the projection of any training example will also be scale invariant, i.e.,

\[
\forall \, x \in \mathbb{R}^n \quad \forall \, k = 1, \ldots, N \quad \langle V^{(p)}_k, y \rangle = \langle V^{(1)}_k, x \rangle,
\]

(4)

where \( \{ V^{(1)}_1, \ldots, V^{(1)}_N \} \) and \( \{ V^{(p)}_1, \ldots, V^{(p)}_N \} \) denote the eigenvectors of respectively the original and the scaled training sets. Notice that from (1) the eigenvectors are, of course, not scale invariant but the projections on these axes are scale invariant as shown below.

**Proof.** The proof is straightforward, and comes from the fact that the Gram matrix, denoted \( K^{(p)} \) at the scale \( \gamma \), can be written as

\[
K^{(p)} = \gamma^p K^{(1)}.
\]

Using (2) it follows that

\[
K^{(p)} x^{(p)}_k = \gamma^p K^{(1)} x^{(1)}_k \Rightarrow \lambda_k^{(p)} x^{(p)}_k = \gamma^p \lambda_k^{(1)} x^{(1)}_k.
\]

Here \( \lambda_k^{(p)} \) denotes the \( k \)th eigenvalue of \( K^{(p)} \) at the scale \( \gamma \). The above equality implies: \( \forall k = 1, \ldots, N \), \( \lambda_k^{(p)} = \gamma^p \lambda_k^{(1)} \) and \( x_k^{(p)} = x_k^{(1)} \). Using the latter equations, (4) is not valid but if we consider, instead of (1), a new expansion of \( V^{(p)}_k \) as:

\[
\frac{1}{\sqrt{\gamma^p}} \sum_{j=1}^N x_k^{(1)} \Phi(y_j) \quad \text{we can show that the projection in the span of these eigenvectors is scale invariant}
\]

\[
\forall x \quad \langle V^{(p)}_k, y \rangle = \frac{1}{\sqrt{\gamma^p}} \sum_{j=1}^N x_k^{(1)} k_T(y_j, y) - \langle V^{(1)}_k, x \rangle.
\]

(7)

Thus, in the feature space, the eigenvalues and the projection of the training data in the span of the principal eigenvectors can be normalized to be similarity invariant.

**Remark.** Notice that any Gram matrix built using this kernel is invertible for \( p \in [0, 2] \) [22], so the VC-dimension [43] related to this kernel is infinite. Besides the similarity invariance of KPCA using this kernel (which is also achieved by the standard linear one), its discriminating power is high as the invertibility of the Gram matrix ensures that any training set can be approximated with an eigenspace with as dimensions as the size of the training set. Given a training set \( \mathcal{S}^p \), the statistics related to the principal eigenvectors and the underlying eigenvalues, considered as linear in the feature space, will capture non-linearities in the input space, as will be shown in the following section.

### 3. Shape description

We ran our experiments on the SQUID, Smithsoniand and Swedish [37] databases consisting respectively of 1100 fish images, 1525 and 1125 images of leaves (cf. Fig. 2). For each curve in the SQUID set, we synthesize four other curves with random orientations (in \([0^\circ, 360^\circ] \)), scale factors (in \([0, 2] \)) and locations (\( \pm 20 \) pixels). In the end, a total of 5500 curves from SQUID were used in our experiments. The SQUID set is only used to show the similarity invariance of our descriptor while the Smithsonian
and Swedish sets are used to evaluate its precision. The Smithsonian data set has 135 categories with different cardinalities while the Swedish set has 15 classes, each one containing 75 images. Notice that only the external contours are used for shape description even though this is not sufficient to make the “best” predictions as color and internal structures are also prominent.

### 3.1. Indexing and retrieval

Let us define an external contour (or curve) as: $\mathcal{L} = \{ x(s) = (u(s), v(s)) \in \mathbb{R}^2, s \in [0, 1] \}$ and $\mathcal{S}$ as a sampling of $\mathcal{L}$. Here $s$ is referred to as the curvilinear abscissa. We consider in this work two sampling methods: adaptive uniform, i.e., $s = k \Delta$, $k \in \mathbb{N}^+, \Delta = 1/|\mathcal{L}|$, and random sampling, i.e., $s$ is randomly taken from $[0, 1]$. The sampling is considered representative enough to capture the whole shape of $\mathcal{L}$ (cf. Fig. 3).

Again, the triangular kernel is rotation and translation invariant, so under these transformations the eigenvalues of KPCA on $\mathcal{S}$ remain unchanged. Scaling the data in $\mathcal{S}$ with $\gamma$ scales the eigenvalues by $\gamma^p$. Hence, the eigenvalues $\lambda_i^{(\gamma)}$, $i = 1, \ldots, N$ can be normalized with respect to the largest value $\lambda_1^{(\gamma)}$ in order to cancel the factor $\gamma^p$. Therefore, $(\lambda_i^{(\gamma)}/\lambda_1^{(\gamma)}, i = 1, \ldots, d < N)$ will be scale invariant and can be used as a similarity invariant description of a given curve. Notice that computing this description does not necessitate sampling a curve according to an ordered curvilinear abscissa which might be unavailable and difficult to find for complex contours.

Given a set of contours, each one modeled using its $d$ largest eigenvalues, retrieval is based on the nearest-neighbor classifier using the $L_2$ distance. Fig. 4 illustrates some results on, respectively, SQUID, Swedish and Smithsonian data sets; for each submitted query in SQUID, the system finds first the four most similar shapes which differ only by similarity transformations, then the system finds the other similar curves with an increasing order of the distance.

The performance of our shape description is measured empirically on the Swedish and Smithsonian sets using the usual recall–precision measures defined as

\[
\text{precision} = E \left( \frac{\text{Number of relevant returned images}}{\text{Number of returned images}} \right),
\]

\[
\text{recall} = E \left( \frac{\text{Number of relevant returned images}}{\text{Number of images in the class of the query}} \right),
\]

where $E(\cdot)$ denotes the expectation over all the possible queries in the database.

### 3.2. Sampling and kernel parameters

**Sampling:** Again, two sampling methods were used in order to extract a sample set $\mathcal{S}$ from a given contour and to apply KPCA: random (ad hoc) sampling and uniform adaptive (cf. Section 3.1). Recall–precision, in (Fig. 5, left), shows that adaptive uniform sampling clearly outperforms random sampling.

**The kernel parameter:** The effect of the parameter $p$ of the triangular kernel has also been studied. (Fig. 5, right) shows the recall–precision curves for different values of $p$. The precision reaches its maximum value for $p = 1.9$ and drops dramatically when $p$ is close to its upper bound (i.e., $p = 2$).

The parameter $p$ acts as a regularizer. In order to understand the effect of this regularizer, let us consider a training set (shape contour) $\mathcal{S}$ and let us denote by $(\lambda_1(p, \mathcal{S}))$ the underlying 1D ($d = 1$) shape descriptor obtained by applying KPCA to $\mathcal{S}$ and taking only the first (highest) eigenvalue. This eigenvalue is proportional to the maximal distance between two training data taken from $\mathcal{S}$ (see for instance Fastmap [14]). Hence, we can write

\[
\hat{\lambda}_1(p, \mathcal{S}) = \max_{x, x' \in \mathcal{S}} \| \Phi(x) - \Phi(x') \|^2
\]

\[
= \max_{x, x' \in \mathcal{S}} k_T(x, x) + k_T(x', x') - 2k_T(x, x')
\]

\[
= \max_{x, x' \in \mathcal{S}} 2\| x - x' \|^p. \tag{8}
\]

Consider $\mathcal{S}_1$, $\mathcal{S}_2$ and $\mathcal{S}_3$, three shape contours: $\mathcal{S}_1$, $\mathcal{S}_2$ belong to the same class while the class of $\mathcal{S}_3$ is different. From (8), it is reasonable to say that $\{\hat{\lambda}_1(p, \mathcal{S}_i)\}$,
\[\lambda_1(p, S_2)\] remain similar as \(p\) changes whereas the descriptions of \(S_1\) and \(S_3\) are more different as \(p\) increases (cf. Fig. 6, right). Therefore, the intra-class variance is stable with respect to \(p\) while the inter-class variance increases as \(p\) increases, so the performance achieved (recall–precision) improves when \(p\) increases (cf. Fig. 5, right). This argument can be extended to \(d > 1\).

When \(p\) reaches its upper bound (i.e., \(p = 2\)), the triangular kernel can be written as

\[k_T(x, x') = -(x, x') + (x', x') - 2(x, x').\]

Without loss of generality, we can assume that \((x, x) = 1\). Now the triangular kernel is linear, so the recall–precision performance, when \(p\) is close to 2, is similar to that of the linear kernel (cf. Fig. 5, right).

### 3.3. Dimensionality

The issue of selecting \(d\), i.e., the number of eigenvectors sufficient to capture the major statistical variation in the data (actually points in a contour) has been tackled in many works, for instance [25]. The \(d\)-principal eigenvectors
(and eigenvalues) capture the major variations while the $N - d$ remaining eigenvectors correspond to the less significant and useful details, even noise, which are not necessary for discrimination. In our experiments, we select $d$ eigenvectors in order to capture 99% of the statistical variation, i.e.,

$$\sum_{k=1}^d \lambda_k / \sum_{k=1}^N \lambda_k \geq 0.99. \tag{9}$$

When averaging this criteria through all the training sets (curves) from the SQUID, Swedish and Smithsonian data bases, we found that 68-principal axes capture more than 99% of the statistical variance for each curve in the SQUID and Swedish while 60 are necessary in the case of the Smithsonian set. Fig. 6 (left) shows that for $d = 68$ and 60, the precision values on Swedish and Smithsonian sets (resp. 95.95% and 80.26%) are close to the highest values (resp. 96.31% and 80.52%). Therefore, the criteria (9) predicts well the optimal number of dimensions $d$.

Table 1 shows the precision–recall on the Swedish data set for $d = 100$ dimensions using our shape description. Comparisons are reported using linear PCA\(^2\) ($d = 2$) and other shape descriptors including the EOH [17], Hough [20] and CSS [24]. When the recall is less than 30%, the precision of KPCA is better than the other descriptors including CSS.

3.4. Matching

Many applications, for instance 3D object reconstruction, require recovering the parameters of a similarity transformation by finding a set of good matches between points in two curves. Given two curves $\mathcal{S}_1$ and $\mathcal{S}_2$, we define $(x_i, x'_j) \in \mathcal{S}_1 \times \mathcal{S}_2$ as a good match, if:

$$x'_j = \arg\min_{x'_k \in \mathcal{S}_2} \| y_i - y'_k \|^2. \tag{10}$$

Here $y_i, y'_k$ correspond, respectively, to the projection of $x_i$ and $x'_k$ in the span of the $d$-selected eigenvectors. We used this criteria in order to find these good matches through the SQUID data set; Fig. 7 shows some results. Notice that we did not consider any smoothness or neighborhood criterion such as requiring that every two neighboring points in a curve should have neighboring matches in the other one, which can reduce the number of false matches.

4. Spectral analysis

The principal eigenvectors of (2D) points sampled from a 2D curve, correspond to orthogonal axes which maximize the variance in the mapping space. However, it is not clear how to interpret these eigenvectors in the input space. For instance, let us consider two training sets of 2D points sampled from two fish contours and let us apply KPCA on these sets (cf. Fig. 8). For each case, a test set consisting of $800 \times 600$ (2D) points were projected on the span of the four principal eigenvectors. The level curves in Fig. 8 show, for each principal component, the (2D) points with the same correlation with respect to this component in the feature space. We can see from the left-hand side figure that the intensity value of the level curves decreases in the direction of shape elongation, and this clearly shows that the first principal component characterizes the shape width. Using the same reasoning, we can see that the second eigenvector characterizes the curve height but it is more difficult to interpret the third and the fourth eigenvectors. The latter may relate to details such as the shape of the tail or the fin, or other non-linearities in the contours (cf. Fig. 9).

In the reminder of this section, we will discuss the interpretation of the principal eigenvalues of our shape
description using Fourier analysis. We will show that, indeed, these eigenvalues capture a low to high frequency variation of shapes as the dimension of the eigenvalues increases.

4.1. Polar coordinates

Again, let \( \mathcal{L} = \{x(s) = (u(s), v(s)) \in \mathbb{R}^2, s \in [0, 1]\} \) be a 2D curve where \( s \) is a curvilinear abscissa. Denote by \( C_0 \)
the center of gravity of \( \mathcal{S} \) and let \( \mathcal{S} = (x(s_i) = (u(s_i), v(s_i)))_{i=1}^{N} \) be a particular sampling of \( \mathcal{S} \) according to \( s \). We can easily derive \( x(s) \) using polar coordinates

\[
\begin{align*}
u(s_i) &= d(s_i) \cos(\theta_i), \\
u(s_i) &= d(s_i) \sin(\theta_i),
\end{align*}
\]

where \( d(s_i) \) is the distance of \( x(s_i) \) to the center of gravity \( C_0 \) and \( \theta_i \) is the angle of the segment joining \( C_0 \) to \( x(s_i) \) with respect to the horizontal axis. Assuming \( \theta_i = i\theta_1 \), it is clear that \( \mathcal{S} \) can be described using only one free parameter \( d(s_i) \) (cf. Fig. 10). Unless mentioned explicitly, we will write \( x(s) \) and \( d(s) \) simply as \( x_i \) and \( d_i \), respectively.

4.2. Prefeature estimation

Let \( \Phi(x_i) \) be a mapping of \( x_i \) into a high dimensional feature space. Define \( \Phi(x_{i, \text{def}}) = \Phi(x_i) + \gamma V_k \) to be a perturbation of a sample \( \Phi(x_i) \) in the direction of the eigenvector \( V_k \), which is considered as a non-linear (and unknown) transformation in the input space \( \mathcal{S} \). The perturbation of several samples \( \mathcal{S} = \{x_1, \ldots, x_N\} \) in the mapping space may be interpreted as a deformation \( S_{\text{def}} \) of \( S \) in \( \mathcal{S} \). The new set \( S_{\text{def}} = \{x_{1, \text{def}}, \ldots, x_{N, \text{def}}\} \), referred to as the prefeature set, is found by

\[
x_{i, \text{def}} = \arg \min_x \| \Phi(x) - \Phi(x_i) - \gamma V_k \|^2, \quad i = 1, \ldots, N.
\]

Solving this minimization problem makes it possible to understand visually the interpretation of a perturbation along the principal axis \( V_k \). In practice, this minimization problem is not convex and difficult to solve when using many kernels including the triangular and the Gaussian [7]. However, we can approximate \( S_{\text{def}} \) using (11) by finding the distances \( \{d_{i, \text{def}}\} \). Here, \( d_{i, \text{def}} \) is taken as the Euclidean distance of \( \Phi(x_{i, \text{def}}) \) to \( M_0 \); the center of gravity of \( S \) in the mapping space. This distance is defined as

\[
\| \Phi(x_{i, \text{def}}) - M_0 \|^2 = \| \Phi(x_i) + \gamma V_k - M_0 \|^2
\]

\[
= \left\| M_0 + \sum_{j=1}^{N} c_j V_j + \gamma V_k - M_0 \right\|^2
\]

\[
= \left\| \sum_{j \neq k} c_j V_j + (\gamma + c_k) V_k \right\|^2.
\]

(12)

Here \( \{c_j\}_{j=1}^{N} \) are the coefficients of projection of \( \Phi(x_i) \) on the eigenspace spanned by \( \{V_j\}_{j=1}^{N} \). As the latter form an orthogonal basis, and using the kernel trick, we can easily show that the above distance can be rewritten as

\[
\begin{align*}
d_{i, \text{def}}^2 &\simeq \| \Phi(x_{i, \text{def}}) - M_0 \|^2 = \sum_{j=1}^{N} c_j^2 + 2\gamma c_k + \gamma^2 \\
&= d_i^2 + 2\gamma c_k + \gamma^2.
\end{align*}
\]

Hence, it is trivial to recover the distances \( \{d_{i, \text{def}}\}_{i=1}^{N} \) and the underlying (2D) coordinates in the input space using (11) (cf. example in Fig. 10).

4.3. Fourier interpretation

Given \( \mathcal{S} \), applying the discrete Fourier analysis on the underlying set of distances \( \{d_{i}\}_{i=1}^{N} \), makes it possible to determine the frequency distribution of the shape. The low frequency Fourier coefficients model the global shape characteristics including the width and the height while the high frequency coefficients are related to the presence of bumps, noise effects and other unknown characteristics.

Again, let us consider a perturbation of training samples in \( \mathcal{S} \) defined as \( \{\Phi(x_i) + \gamma V_k\}_{i=1}^{N} \) and let \( \{d_{i, \text{def}}(s_i)\}_{i=1}^{N} \) be the underlying distances to the center of gravity (cf. Section 4.2). Our objective is to localize the frequency domain in the Fourier transform which is sensitive to this perturbation. Denote \( \mathcal{F} \) as the discrete Fourier transform applied on \( \{d_{i, \text{def}}(s_i)\}_{i=1}^{N} \). Using (14), this transform is

\[
\mathcal{F}(d_{i, \text{def}}(s_i)) = \mathcal{F}(d_i^2) + \mathcal{F}(\gamma^2 + 2\gamma c_k)
\]

\[
= \mathcal{F}(d_i^2) + \gamma^2 \delta(k) + 2\gamma \mathcal{F}(c_k).
\]

Here \( \delta(k) \) is the Dirac function. It follows from the above equation that the Fourier response to the perturbation depends mainly on \( c_k \), i.e., the coefficients of the projection of \( \Phi(x_i) \) on the \( k \)th eigenvector. When the dimension \( k \) is low, the variation of these coefficients is smooth according to the curvilinear abscissa, resulting in a Fourier spectrum with high energy in the low frequencies (cf. Fig. 11, top) while a high value of \( k \) produces unstable and noisy projection coefficients in \( V_k \), resulting in a Fourier spectrum with more energy in the high frequencies (cf. Fig. 11, bottom). Hence, it is clear (cf. also example in Fig. 11) that the dimension of the eigenvalues is directly related to the frequency of the Fourier spectrum; low dimensional eigenvectors (and eigenvalues) characterize low frequency variation of a curve, such as the width, the height and low frequency bumps, whereas high-dimensional eigenvectors are related to details including noise and fluctuations.

5. Discussion

The property of similarity invariance, shown in this paper, can also be achieved using other kernels, for instance the linear one. As the training data (a shape contour) \( \mathcal{S} \) live in 2D, the dimension of the eigenspace, found by applying linear PCA on \( \mathcal{S} \), will not exceed 2. The underlying eigenvalues will only capture the height and the width of contours which may be similar for many concave and convex silhouettes. As shown earlier in experiments, linear PCA is not suitable to capture details, concavities and the non-linearities in shapes.

In contrast to the linear case, when using the Gaussian kernel, the 2D points in a contour \( \mathcal{S} \) are mapped into a high (possibly infinite) dimensional space [43] and the number of eigenvalues increases as the cardinality of \( \mathcal{S} \) increases and this makes it possible to capture more details in \( \mathcal{S} \). Nevertheless, the scale parameter of the Gaussian
kernel depends on $\mathcal{S}$, so when processing many contours, the scale should be adapted to each one. When using Gaussians with different scale parameters, each one associated to a given contour, 2D samples from different contours are not mapped in the same high-dimensional space and the underlying eigenvalues are therefore not comparable.

The triangular kernel gathers two properties: it achieves scale (and similarity) invariance while ensuring a “rich” description as the number of eigenvalues increases as the cardinality of a contour $\mathcal{S}$ increases (cf. remark in Section 2.3). Nevertheless, a drawback appears when the size of $\mathcal{S}$ is large enough to make KPCA numerically intractable.

It is also possible to extend the triangular kernel in order to define a shape descriptor invariant to articulations. Consider the example in Fig. 12, where a human body is represented by a skeleton. Clearly, when estimating the Gram matrix using the triangular kernel (based on the Euclidian distance), KPCA (and hence the eigenvalues) will not be invariant to articulations. A new definition of the kernel

$$K(x, x') = - \sum_{i=1, X_1=x, X_M=x'}^{M-1} \|X_i - X_{i+1}\|^{\rho} = \sum_{i=1} k_T(X_i, X_{i+1})$$

which is dependent on the geodesic distance linking $x$ and $x'$, makes this kernel “articulation” invariant. Notice also that each term corresponds to the triangular kernel and this makes KPCA also similarity invariant.
6. Conclusion and future work

We introduced in this paper an invariant shape description based on the triangular kernel. Our method is also scale invariant when using the linear kernel, nevertheless, the dimension of the underlying eigenspace cannot exceed two, so the eigenvalues of this eigenspace will not be sufficient to discriminate different and complex shapes especially those containing fine details as shown in the experiments. While this problem might be overcome when using the Gaussian kernel, KPCA is not similarity invariant when using this kernel and this necessitates finding different scales for different curves and hence it is meaningless to compare the underlying eigenvalues.

Fig. 11. (left) The left-hand side pictures show the reconstruction of the (2D) silhouettes using their distances after perturbation. As mentioned, the perturbations were performed through the $k$th eigenvectors (resp. from the top to the bottom $k = 0, 10, 50, 100$). (Right) Fourier amplitude/frequency spectrum on the reconstructed silhouettes.
As future work, we aim to address the main limitation of this approach which resides in the sensitivity of the estimated eigenvectors and eigenvalues to partial occlusion. We also envisage the application of this approach for face and mainly expression analysis. Indeed, similarity invariant shape description of mouth contours can be a preliminary step for classification. Another future direction will be the application of the method to 3D shape description.
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Fig. 12. This picture shows an example of a skeleton and the geodesic distance estimated between two sampled points x and x′ which is stable with respect to articulations.
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